Appendix 1: Shannon Entropy and I nformation

In chapter 1, Shannon entropy is mentioned in passing. Shannon
entropy is intimately tied to information theory. For readerswho may
read more about information theory elsewhere, this section will prove
useful.

Information is transmitted in symbols. These symbols are most
frequently letters. The English aphabet is a group of symbols. These
symbols can be arranged to contain information. The average
information per symboal is called Shannon entropy. It isalmost always
represented in the literature by a capital H.

H = Shannon Entropy

If al symbolsareequally probable, the Shannon entropy is defined as:
H = 3.32 x log( number of possible symbols) Eqg. 1

or for readers with a base 2 log function on their calculator

H =log, (number of possible symbols)

For example, if 26 blocksarelabeled with lettersfrom the al phabet
and then drawn from a hat, the average information per symbol isH =
3.32xlog ( 26) = 4.7 bits per |etter.

Now supposethat 102 blockswith theletter Z are added to the hat
in the previous example. The hat now contains 128 blocks, but most
are labeled with a Z. The Shannon entropy is now the weighted
average of the contents in the hat. The odds of pulling the letter A
from the hat are 1 in 128. So from equation 2, in chapter 1, the
information associated with drawing an A is 3.32 x log ( 128/1) =7
bits. With the exception of the letter Z, all other letters have the same
odds. Thus, observing any letter, A-Y, resultsin 7 bitsof information.
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The letter Z will be drawn from the hat 102 times with every 128
tries. This corresponds to 1 timein 1.25 tries, and the corresponding
information is 3.32 x log ( 128/102) = 1.6 hits.

Shannon entropy is the weighted average. 26 symbols contribute
7 bits and 102 contribute 1.6 bits. So H is calculated as follows:
(102/128) x 1.6 + 26/128 x (7) = 1.275 + 1.42 = 2.7 bits per symbol.
This meansthat a code exists that can transmit the contents of the hat
using on average only 2.7 bits per symbol.

Question: How much information is carried by this message:
“AAAAAAAAT if it isdrawn from the hat with 128 |etters?
Answer: Each A contributes 7 bits, so this message contains 8
letters x 7 bits per letter = 56 bits of information.

Question: what arethe odds of drawing it from the hat?

Answer: 1in2*®°or 1in 7.2 x 10",

Question: on average how much information will most 80 |etter
messages drawn from this hat contan?

Answer: 80 letters x 2.7 bits per letter = 216 bits.

Question: How much information is carried by this message:
“Z7777777"7?

Answer: Each Z contributes 1.6 bits. So this message contains 8
letters x 1.6 bits per letter = 12.8 bits of information.

Shannon entropy only works for very long messages. Short messages
may or may not be accurately represented by Shannon entropy. The
information content of a short message may be much higher or much
lower. The examples aboveillustratethis concept. Long messageswill
adways converge to the average information per bit. This is why
Shannon entropy is useful.
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Appendix 2: Relative Entropy and I nformation

This section is best read immediately after chapter 4. The techniques
used in chapter 4 to calculate information are different from those used
by most authors. M ost use relative entropy.

Suppose that a sequence alignment for a protein gives the
followings results (only the first two amino acids in the sequence are
shown):

Chicken ALV A ..

Man AlaVal......ccoeiiiice e
Dog AlaVal.....cocovieiee e
Lizzard AlBALA.......cceeiceee e
Fish F N =T -

JellyFish AlBATAL.....eoeeee e

Theinformation in thefirst position is easy to calculate. Four out
of 64 possible codons specify danine. So the information is by
equation 2 in chapter 1 as follows:
Information = 3.32 x log ( 64/4) = 4 bits.

The information of the second position is also easy to calculate.
Four codons specify alanine and 4 specify valine. The information is
asfollows:

Information = 3.32 x log ( 64/ 8) = 3 hits.

These calculationsarein full agreement with the techniques described
in chapter 4.
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Now consider a different alignment.

Chicken AlAV Al ..o

Man AlaVal ...
Dog AlaVal.....coooiii
Lizzard AlaVal ...
Fish AlaVal ...

JellyFish AlAV A ...
Oak Tree AlAV A ...
E coli AlBALRL ..o

Theinformation content of thefirst position hasnot changed. Itis
still 4 bits, but what about the second position? The same two amino
acids are present, but valine is found in 7 of the 8 sequences.
Intuitively, it would seem that the second position in this aignment
contains more information, and it does. To calculate the information
for the second position, the formulafor relative entropy must be used.
The formulafor relative entropy when two amino acids appear in the
same alignment column is as follows:

Frequency
Relative _ Freguenc_y x 3.32x log amino acid 1
Entropy amino acid 1 Expected Frequendy
of amino acid 1
Frequency
Frequency x 3.32x log amino acid 2

amino acid 2
xpected Frequenc

f amino acid 2
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In this case, the relative entropy is asfollows:

Relative Entropy =
1/8x 3.32 x log [ (1/8)/(4/64)] + 7/8 x 3.32 x log [(7/8)/(4/64)]

Relative Entropy = .125 + 3.33 = 3.46 hits.

Relative entropy is a measure of information. In fact, the actual
information at position 2 is the relative entropy.

Relative Entropy = Actual Information = 3.46 bits.

Now consider what happenswhen the equation for rel ative entropy
isapplied to the second position in thefirst set of sequences. In this set
of sequences, valine occurs %2 of the time, and alanine occurs ¥z of the
time.

Relative entropy =
2x 3.32x log [ (*2)/(4/64)] + Y2x 3.32 x log[ (¥2) /(4/64)] =
15+ 1.5=3hits.

Sorelative entropy givesthe sameresults asthe technique used in
chapters 4 and 5 when the amino acids in a column all occur at the
expected frequency. The expected frequency is set by the underlying
probabilities associated with each amino acid arising by chance.

Why not use relati ve entropy? Relative entropy is dways greater
than or equal to theinformation calculated with the techniquesused in
this book. These techniques always calculate the minimum possible
information in the gene or protein today. The true information which
can only be found by using rdative entropy will always be higher.
Relative entropy depends on the distribution of amino acids, and no
such distribution can exist for thevery first proteins. Sowhilerdative
entropy isthe correct method to measure information, it is not the best
method to model the evolution of new proteins and genes.
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Fortunatdly, with the simple assumption that all amino acids in a
distribution occur at the expected frequency, the equation for relative
entropy simplifies to those introduced in chapter 1 (pages 24-25).
These two equations always calculate the minimum possible
information in any distribution. Thus, the technique used in chapters 4
and 5 cal culates the minimum possible information by assuming that
al allowed amino acidsin any given column are found at the expected
frequency. Under some circumstances, this value can be related to a
probability for evolution (chapter 5). But most of the time, this should
never bedone. Mol ecul ar knowl edge definesthe minimum information
required for a selective advantage to be reaized. It can almost always
be related to a probability for evolution. The size of thisfirst vertical
step determines whether or not chance will create the required
knowledge. The graph below shows how these quantities are related.

Information

T Actual Information
| | [ | [ | [ | || [ | [ | ||

Minimum Information
H EN EN EN EN EN EN EE

Molecular Knowledge

A

The size of this step determines the
probability that a new gene will evolve.

A

www.lifesorigin.com 264



http://www.lifesorigin.com

Appendix 3: Math Review

Base 10 iscomposed of 10 integers. Theseare0,1,2,3,4,5,6,7,8, and 9.
Using these 10 integers, any number can be expressed quite easily.
Base 10 is called base 10 becauseit uses 10 unique digits to express
numbers. Most math problems use base 10.

Base2iscomposed of 2 integers. Theseare 1 and 0. Just like with
base 10, any number can be expressed in base 2. Computers use base
2 for mathematical calculations. The following table shows how to
count from O to 7 in both systems.

Base 10 Base 2
000
001
010
011
100
101
110
111

~No ob~wNEO

Base 2 isvery useful for information theory because each digitin
base 2 containsexactly 1 bit of information. So when information was
defined, engineers naturally decided to define it in terms of base 2.

Exponents

Exponents indicate that a number should be multiplied by itself a
certain number of times. In the following equation: 10° = 10 x 10 x 10
= 1000, the exponent is 3 and inthisequation 2*=2x 2x2 x 2= 16, the
exponent is 4. Any number multiplied by itself zero times is by
definition equal to 1, so 10°= 2° = 10,000° = 1.
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Logarithms

The symbol log on acalculator indicates alogarithm. Logarithms are
the inverse operation of exponents. For example, if the exponent 3 is
used to raise 10 to a power the result is 1,000. If the log function is
used to find thelogarithm on 1,000, the reault is equd to the exponent
whichin thiscaseis 3.

103=10x 10 x 10 = 1,000

Log(1,000) =3

Logarithms must assume a base. The log function on a calculator
assumesthat the user wantsto calcul ate thelogarithm for base 10. The
equation below does not work because the log function is only the
inverse when the number 10 israised to a power by the exponent.

22=2x2x2 =8
Log(8) = 0.9 %3

Because information theory uses base 2, the exponents always operate
on the number 2. The log function can be used to find the inverse of
this operation if the answer is multiplied by a conversion factor, 3.32.
This only works for exponents raising the number 2 to a power.

23=2x2x2 =8
/

[~
T\

3.32x Log(8)=3
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Addition with logarithms is the same operation as multiplication. The
following equation will multiply 100 x 100 using logarithms.

Log (100) + Log (100) =2+2=4
The number 4 is now used to raise the number 10 to a power:
10* =10 x 10 x 10 x 10 = 10,000

Notice that 100 x 100 also equals 10,000. Today with handheld
calculatorslogarithms are seldom used to multiply large numbers, but
the property of logarithmsthat turns multiplication into additionisstill
very useful for information theory. It isthisproperty of logarithmsthat
led scientists to define information using logarithms because it allows
information to be added without having to worry about multiplication.

Consider the following two sentences:

| like the dog.

| likethe cat.

Both sentences use 15 characters, 11 |etters, 3 spaces, and 1 period. If
the sentences are constructed by drawing blocks labeled with the 26
lettersin the alphabet, 1 space and 1 period, the odds of drawing either
sentence is 1 in 5.1 x 10%. The odds of drawing the first sentence
followed by the second are 1in (5.1 x10?") x (5.1 x 10*) =1in 2.6 x
10%. Intuitively, these two sentences together should have twice as
much information as either one by itself, and this is where the log
function comes into play.

3.32x Log ( 5.1 x 10%) = 72 bits for either sentence alone.

3.32 x Log (2.6 x 10") = 144 hits for both sentences
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Appendix 4: A Review of Yockey’s Approach

Today, many scientists apply information theory to mol ecul ar biol ogy,
but only afew havetried to useinformation theory to answer the most
important question. Is evolution possible? Y ockey was probably the
first. Because so few scientists are trying to answer this question, a
consensus as to how to assign information has not been reached.

Y ockey assignsinformation to proteins by atechniquethat isvery
different from the one devel oped in chapter 4. Histechniquerelies on
both Shannon entropy and conditional entropy. He moddsthe transfer
of information from DNA to proteins and assigns information to this
transfer by treating mutations as a source of noise. Unfortunately, his
analysisfailsto consider natural selection, and so the information that
he calculates is incorrect. Natural selection weeds out harmful
mutations. In a communication system, thisis analogous to a person
receiving an unintdligiblemessage and then asking for the message to
be re-sent. The equations that Shannon deve oped to model noisein
communication sysems do not apply if a person on the receiving end
inspectsthe incoming messagesfor errorsand discards any messages
that contain errors.

Thisbook did not use'Y ockey’ stechnique becausetheinformation
assigned by histechnique cannot be related to aprobability for protein
evolution. For a full development of his technique, refer to the two
references at the end of this gppendix.

Yockey’s technique divides every sites in a protein into two
categories, absolutdy conserved and not absolutely conserved. An
absolutely conserved amino acid is one that never changes. For
example, if column 20 in a multiple sequence alignment is always a
glycine, then position 20 in the alignment is absolutely conserved. If
more than one amino acid is found in column 20, then it is not
absolutdy conserved. Y ockey' stechnigque setstheinformation content
of any absolutely conserved amino acid equal to the Shannon entropy,
4.14 bits.
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So using this technique, a peptide composed of 10 methionines
has the same chance of evolving as one composed of 10 serines. This
isthedrawback of using Shannon entropy. M ethionineisonly specified
by 1 codon, and serine is specified by sx. Assuming random
mutations, serine should arise by chance six times as often as
methionine.

For reference, the Shannon entropy, assuming the genetic code, is
calculated below. To follow Yockey's method exactly only the 61
codons that do not terminate the peptide chain are allowed.

amino acid expected information total (bits)
group frequency
6 codons 29.5% 3.3 0.99
(3 amino acids)
4 codons 32.8% 3.93 1.29
(5 amino acids)
3 codons 4.9% 4.34 0.213
(1 amino acid)
2 codons 29.5% 4.93 1.45
(9 amino acids)
1 codon 3.3% 5.93 0.195
(2 amino acids)

4.14

Example calculation: Three amino acids are specified by 6 codons.
Theinformation acquired when one of theseis observedisasfollows:
information = 3.32 x log ( 61/6) = 3.34 bits. Because these amino acids
should arise by chance 6 timesin every 61 tries and because there are
3 of these amino acids, the expected frequency is (3 x 6)/61 = .295 or
29.5%. Thelast column isthe product of the expected frequency and
the information for each amino acid group (each row). The sum of all
entriesin the last column is the Shannon entropy.
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Because proteinsare short messages, Shannon entropy isalmost
never a true measure of a specific protein’s information. A typical
protein may only have 30 absolutely conserved amino acids, and the
probability for these amino acids arising by chance might be very
different from the number calculated using Shannon entropy.

Yockey’s calculations for amino acids that are not absolutely
conserved run into another issue. He models mutations as noise, and
then applies the techniques developed by Shannon to calculae
information transfer through a noisy communication channel. The
figure below illustrates the similarity between information transfer in
lifeand in electrical communication systems.

Life Mutations

\ Transcription .
DNA & Translation Protein

Y
| | == | =>__]

Natural Selection

Electrical
[ 1 =>I | => 1
Transmitter Communication ﬁ Receiver
Channel
Noise Error Correction

In electrical systems, conditional entropy models the amount of
information lost due to noise. For example, suppose the transmitter
transmitsthe results of atrapped scientist experiment. The two results
are heads or tails. If the channel is noisy, when heads is transmitted
tails might be received. This error reduces the rate of information
transfer. Conditiond entropy models how much information is lost.
Mutations in life have the same effect as noise in communication
systems, so mutations can be modeled as anoise source.
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The problem with this approach is that natural selection does not
allow harmful mutations to survive. So if a mutation creates a non-
functional protein, the mutation will be removed from the population
by natural selection. In communication systems, error correction is
responsiblefor thisfunction. Witherror correction, conditional entropy
can no longer be used to accurately model the information lost dueto
noise. Likewise, becauseof natural selection, conditional entropy does
not model the effect of mutations on information transfer.

Natural selection cannot ensure that only allowed messages are
transmitted, but it doesensurethat only allowed messagessurvive. And
the neutral theory of evolution (see chapter 4) predictsthat many if not
all of the allowed amino acid substitutionsin the final protein will be
observed if the same proteins in many diverse species are analyzed.
Thus, the information content of the final protein does not depend on
the information transferred from DNA, and conditional entropy is not
needed for this analysis. The eguations to calculate information in
chapter 1 are applicable, and they may be applied using the techniques
introduced in chapters 4 and 5.

Furthermore, the techniques used in this book always maintain a
strict one to one relationship between probability space and
information space. In other words, probability theory and information
theory both yield the same results. Yockey’s approach does not
preserve this one to one mapping. So the odds that he calculates for
protein evolution are different than the odds that one would calculate
using probability theory.

References:

1) Y ockey, Information T heory, Evolution and the Origin of Life, 2005.

2) Yockey, Information Theory and M olecular Biology, 1992.
3) Shannon, A Mathematical Theory of Communications, 1948.
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Appendix 5: A Review of Schneider’s Approach

Tom Schneider hasavery good web site of informati on theory. He has
proposed a different way to assign information to a protein. His
suggestionisto userdative entropy with the assumption that all amino
acids are equally probably in the final protein. The resulting equation
is shown below.

Let F1 =frequency of amino acid 1, F2 = frequency of amino acid
2 and so on. The last amino acid found a a given position is thus Fn.

Information = log, (20) + F1 x log, (F1) + F2 x log, (F2)
..... + Fn x log, (Fn)

The first term is the maximum possible average information for
each sitewithin the protein. Thetermsthat follow al arenegative, and
so these reduce the amount of information at each site (except when
they are zero).

Using thisequation, any column inamultiple sequence alignment
that contains 1 and only one amino acid is assigned 4.32 bits. This
assignment does not depend on the amino acid. So acolumnwith only
serine (6 codons) is assigned 4.32 hits, as is a position with only
methionine ( 1 codon). Clearly, there is a problem with this approach.
Serineis6 times aslikely to arise by chance as methionine. Assigning
both of these columns the same information destroys any hope of
relating the information in aprotein to aprobability of evolution. This
problem is very similar to what was observed in appendix 4 with
Y ockey’s technique.

Information theory works best when the messages are very long,
and proteinsarenot long messages. Therefore, theaverageinformation
per column (in the multiple sequence alignment) for all proteinsinlife
is not necessarily equal to the information found in a specific column
for any given protein.
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The graphs below show how theinformation for aconserved site
(that allows two amino acids) changes with the frequency of the
allowed amino acids. The second graph usesrelativeentropy. Thefirst
graph uses Schneider’ s equation. Notice that the Schneider’ sequation
never calculates information in such away that it can berelated to a
probability of evolution. In contrast, relative entropy gives exactly the
correct solution at the three distinct points shown in the graph.
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The minimum observed information in the second graph is
precisdy the information predicted by using equations 1 and 2
introduced in chapter one. Tha isif trp and ser are found in a specific
column in the multiple sequence alignment, then the column contains
3.32 x log ( 64/7) bits of information which of courseis equal to log,
(64/7). It is atrivial exercise to show that the two endpoints in the
second graph are also correct. Thus, reative entropy is the best
measure of protein information. It is the only available approach that
preserves the relationship between information and probability. It is
preferableto both Schneider’ sand Y ockey’ s techniques as these other
two technigues can assign more information to a protein that is more
likely to evolve. Thisis contrary to the definition of information as
originally proposed by Shannon.

References:

1) Hertz, Stormo, ldentifying DNA and protein Patterns with
Statisticdly Significant Alignments of a Multiple Sequences,
Bioinformatics, 1999.

2) http://www-Immb.ncifcrf.gov/~toms/

3) Schneider, Stormo, Gold, Ehrenfeucht, “Information Content of
binding Sites on Nucleotides Sequences,” J. Mole Biology, 1986.

4) Schneider, Stormo, “Excess Information at Bacteriophage T7
Genomic Promoters Detected by Random Cloning Techniques,” Nucl.
Acids Res, 1989.

5) Schneider, “Measuring Molecular Information,” Journal of
Theoretical Biology, 1999.

6) Shannon, Weaver, The Mahematical Theory of Communication,
1964.
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Appendix 6: Experimental Support for Molecular Knowledge

To caculate the molecular knowledge in proteins, the previous
chapters have relied on natural selection’s ability to preserve critical
amino acids. Because natural selection will select against functional
proteins that are slightly deleterious, not al functional proteins are
expected in the online databases. To compensate for this effect,
chapter 4 divided amino acids into groups based on their chemical
properties and size. This chapter also proposed a model that allows
amino acids from the same group at conserved sites within a protein
even if these amino acids are not found in the databases. This model
also assumes that any site that contains amino acids from more than
one of the pre-defined groups shoul d be assigned zero knowledge. This
model isjust one proposal. Y ockey prefersto use another prescription
to determine which amino acids are alowed.

Using the online databases has many advantages. The techniques
are easy to use, the databases already exist and can be used to analyze
many thousands of proteins. Nevertheless, because of the arbitrary
nature of the analytical techniques described in this book, some
experimental support isrequired. Fortunately, this support does exist.

Many researchershave mutated functional proteinsby substituting
different amino acids at specific sites and then screened the mutated
proteins for functionality. Unfortunately, these experiments usually
concentrate only on the most critical portions of aprotein and thusthe
results cannot be used here for comparison. Only afew researchers
haveinvestigated theeffects of asingle amino acid change at arandom
position within a protein. From these experiments, it is possible to
directly calculate molecular knowledge and validate any analytical
technique that relies exclusively on the online databases.

Quote: “There are two main approaches to studying the tolerance
of an amino acid sequence to change. The first method relies on the
processof evolution, inwhich mutations are either accepted or rejected
by natural selection...........
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........... The second approach uses genetic methods to introduce amino
acid changes at specific positionsin acloned genes and uses sel ections
or screens to identify functional sequences.......The end result of both
methods are lists of active sequences that can be compared and
anayzed to identify sequencefeatures that are essential for folding or
function.” 3

This book only uses the first approach. This appendix will
compare the results of this approach to a few proteins that have
experimental data. The alignment of one such proteinis shownonthe
next page, and its knowledge is calculated with the techniques
developed in chapters 4 and 14 (Table A6). The protein is caled 3-
methyadenine glycosidase (or ADPG for short).

In reference 1, the researchers create random mutations in AAG
the gene that encodes ADPG in humans and then anadyze the mutants
to seewhich ones arefunctional. From thisanalysis, they estimate that
arandom substitution in ADPG at arandom position will destroy the
protein’s function 34% of the time. Thus, the average number of
allowed amino acids at each positionisequal to 20 - (20* .34) =13.2
amino acids. Note: this is an average for the whole protein. Some
positions may tolerate al amino acids and others may only tolerate 1.
From this it is quite easy to cdculate the knowledge contributed on
average by each amino acid.

Molecular knowledge = 3.32 x log (20 possible / 13.2 found) =
= 0.6 bits per amino acid

Thenumber aboveiscalculatedempiricdly from experimental data. So
how doesit compareto theanalytical techniquesdeveloped in chapters
4 and 147 From table A6 (sum of columns 8 and 16), the analytical
method assigns 140 bits to ADPG. The shortest sequence in the
alignment belongsto E. cuniculi, avery primitive parasitic eukaryote,
with 208 amino acids. So the molecular knowledge calculated using
the analytical techniqueis 140/208 = 0.67 bitsper amino acid. Thisis
similar to the number calculated for G3PD (0.57 bits per amino acid -
see chapter 14).
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LRFYVQGSPWVSVVDRVAEQMDQPQQTACSEGLLIVQK 333
LRFYVRGSPWVSVVDRVAEQDTQA. 298
LRFYLRGHPCVSVVNKEAEKES———————————————— 2717
LRFYIRDNEFVSCIRRRELGNRKHGSVQQLP——————— 208
WRFAVADTPWISAPKNTLKPL-———————————————— 254
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Table A6: Molecular Knowledgein ADPG

pos [1]2[3]4[5]6| bits|Columns: pos |1 |2(3]4| 5] 6] bits
118|L|L|L|L|L|L|1.8 |1 =rat 198| G|G|G|G|G |G [4
119]|A|AJA|AJAlA]L.8 |2 = mouse 199| AA[AJAIA |A [1.8
123|L|L|L|L|L|L]1.8 |3 = human 201| V|V|V|VvlVv [V [1.8
124|G|G|G|G|G|G|4 4 = puffer fish [ 203| L|L|L|L|V [I [1.8
129|R|R|R|R|R|R|2.67|5 = E. cuniculi | 204| R|R|R|R|R |R |2.67
141 1)1 1)1 |1 ]1]1.8 |6 = mouse-ear | 208| P|P|P|P|P |P |4
143|E|E|E|E|E|E|4 cress 209 LfLfLfLfL |v [1.8
145|E|E|E|E|E|E|4 211| G|G|G|G|G |G |4
146]A|AlAlAJAlA]L.8 215 M[MM[M[M [I [1.8
147|YIYIY|Y]Y]Y|3.37 219| R[R[R[R[R [R [2.67
152|D|D|D|D|D|D|4 236[ LLfLfLfl [t [1.8
154|A|AlA|A|AlA|L.8 239| G[G|G|G|G |G |4
156|H|H|H|H|H|H|2.67 240[ P[P|P|PIP [P |4
160[G|G|G|G|G|G|4 242| KIK[K[K[K [K [2.67
163|T|T|T|T|T|T|2.67 243[ LL[LfL|L [v [1.8
165|R|R|R|R|R|R|2.67 246[ A[A[A[AIA [A [1.8
169M|MMMIM|V]1.8 247( L{L[L[L{M [L [1.8
170|F|F|F|F|Y|F|3.67 259 LfLfLfLfl [L [1.8
174|G|G|G|G|G|G|4 265[ V{v|v|v|l [L [1.8
L77|YIYIY|Y]Y]Y|3.67 267 L{L|L[L|L [L [1.8
178|V|V|V|V|V|V]1.8 280[ V|V|V|I |V [v [1.8
179|Y|YY|Y|Y]|Y|3.67 281[ A[VIA[VIA [M [1.8
182|Y|Y|Y|Y]|Y]Y|3.67 287| G[G|G|G|G |G |4
183|G|G|G|G|G|G|4 294| E[EIEIEIE [E |4
189|N|N|N|N|N|N}4 310[ V|V|V|Vv|v [I [1.8
190|V|V]I V]I |1 ]11.8 311 S[sS|s|s|s [s [2.67

Total number of bits = 140 bits (sum of column 8 and 16). The
shortest sequence is 208 amino acids. So the molecular knowledge is
0.67 bits per amino acid. In this case, the molecular knowledge
calculated by experimentd techniques is amost identical to that
calculated using the online databases (0.6 vs. 0.67 bits per amino acid).
Thisisasmall difference (on average 13.2 amino acidsallowed per site
vs. 12.5 amino acids).

Not all proteins will yield ~ 0.6 bits per amino acid when
analyzed. Highly conserved proteins will be much higher, and poorly
conserved proteins will be much lower.
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Nevertheless, 0.6 isan excellent starting point for an average sized
enzyme. Such enzymesare more strongly conserved than proteinslike
hemoglobin, and they are much more variable than proteins like
insulin. Experimental results from T4 lysozyme ° suggest that for this
protein only 16% of the amino acid substitutions are ddeterious. A
similar study for Lacl in E. Coli suggests that 34% of the amino acid
substitutions deactivate the protein®*** Since this is the same
deactivation frequency that was observed in AAG, the experimental
knowl edge is the same or 0.6 bits per amino acid. Doesthe analyticd
technique also track the experimeta data for Lacl?

From work not shown here, but available on the book’s
companionweb site (theory-of-evol ution.net), theanalytical technique
assigns 0.42 bits per amino acid (so on average each dte tolerates 15
amino acids). Yet the experimental data suggests 0.6 bits per amino
acid. So in the case, the knowledge assigned by the analytica method
is less than that calculated by the experimental method. Since the
experimental datais something that can be tested, it should be used as
the baseline for molecular knowledge. In other words, the actual
knowl edge is determined by experiments that randomly mutate amino
acids in the protein and monitor protein functionality. Both the Lacl
and AAG experimentd evidence suggests that figure 4.9 in chapter 4
is accurate. That is the analytical approach will yield a vaue of
molecular knowledgethat iscloseto the actual knowledge. Sometimes
it may be a little high and sometimes it will be low, but it should
aways be close.

The real uncertainty with calculating molecular knowledge lies
with determining the allowed amino acids. Even the experiments that
create random mutations throughout the protein suffer from lack of
certainty. In the Lacl experiment, only 13 substitutions at each site
were analyzed. Furthermore, all of these experiments depend on how
sensitive the screens are at detecting barely functional proteins. Dueto
thisuncertainty, the experimental approach may not always be the best
way to calculate knowledge; therefore, the next section will compare
the group assignments developed in chapter 4 to another analytical
method called SIFT (sorts intolerant from tolerant substitutions).
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This online computer program uses a complex algorithm to
analyze columns in multiple sequence alignments. The program then
predicts which amino acids are allowed at each position. Unlike the
simpleassignment rulesdevel oped in chapter 4, SIFT allowsgroupsto
overlap. Intheory, it should do a better job determining which amino
acids are allowed at each site, and it almost certainly does so. The
program was deve oped to hd p researchers predict which amino acids
have harmful effects at each site. SIFT can also predict molecular
knowledge.

For comparison, the alignment for ADPG (page 277) was
uploaded into the SIFT online program. The program returned tol erant
and intolerant amino acidsfor each site. Based onthe alignment above,
SIFT indicates that on average 10.73 amino acids all allowed at each
site, and this corresponds to 0.9 bits per amino acid. Because E.
cuniculi’ s version of thisgeneis so short, only the last 220 sites were
included. The author’s of SIFT did there own evaluation against the
Lacl protein and found that SIFT predicts 37% of all mutations are
deleterious. This corresponds to 0.67 bits per amino acid. From the
calculationsavailable on the companionweb site, thisbook’ stechnique
only assigns 0.42 hits. So SIFT tends to assign more molecular
knowl edge to each sitethan thisbook’ stechnique. Thisimpliesthat the
techniques developed in this book may underestimate the difficulties
associated with creating new proteins.

Refer ences:

1) Guo, Choe, Loeb, ProteinToleranceto random Amino Acid Change, PNAS, 2004.
2) Markiewicz, Kleina, Cruz, Ehret, Miller, Genetic Studies of the Lac Repressor,
Journal of M olecular biology, 1994.

3) Bowie, Olson, Lim, Sauer, "Deciphering the message in protein sequences:
tolerance to amino acid substitutions," Science, March 1990.

4) Saunders, Baker, Evaluation of Structural and Evolutionary Contributions to
deleterious Mutation Prediction, Journal of Molecular Biology, 2002.

5) Pottete, Hardy, Genetic analysis of Bacteriophage T4 Lysozyme Structure and
Function, Bacteriology 1994.

6) Henikoff, NG, Predicting del eterious amino acid substitutions, Genome research,
2001.
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Appendix 7: More Support for Molecular Knowledge

Appendix 6 discussed the Lacl gene experimental data, indicated that
the analytical technique developed in chapter 4 assigns 0.42 hits to
each amino acid, and then referred readers to the web site for more
information.

This appendix will elaborate on the Lacl experimental data and
how it compares to SIFT and the techniques developed in chapter 4.
The experimental data for Lacl is complicated because very few
organismshavethisgene. Thus, to even apply theanalytical technique,
genes other than Lacl must be included in the multiple sequence
alignments. These genes encode proteins whose amino acid sequence
isvery smilar to Lacl, but their function may be slightly different. All
of these genes belong to the Lacl family.

Appendix 6 was able to apply the analytical technique with only
6 speciesbecause of thediversity of the organismsinvolved. Mouseear
cressisaplant, and E. Cuniculi isone the most primitive eukaryotes.
More genes could have been included because many bacteriahavethe
gene that encodes ADPG. The bacteria were not included in the
appendix 6 becausethey did not alter the results (data not published).
That is the knowledge calculated with these 6 species was the same
knowledge that was calculated when 7 species of bacteria were
included. E cuniculi and Mouse ear cress ensure that the species were
diverse and more diversity was not required.

Unfortunatdy, the Lacl gene only existsin afew bacteria. Soitis
not possible to accumulate diversity with the same gene in many
different organisms separated by billions of years of evolution. This
means that for this alignment genes that are similar to Lacl but have
some other function must be included in the multiple sequence
alignment. Thisisnot the ideal situation. Nevertheless, because there
is so little useful experimental evidence concerning the effects of
random mutations are random sites, Lacl is the next best candidate
after AAG. The sequence dignment is found on the next page.
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tr|Q7AHS57|Q7AH57_ECO57
tr|Q6D735|Q6D735_ERWCT
tr|Q66629|Q666Z9_YERPS
tr|Q8ZHP1|Q8ZHP1l_YERPE
tr|Q8CZW9 | Q8CZWI_YERPE
sp|P06220 | LACI_KLEPN

£ | Q4NKPO | Q4NKPO_IMICC
tr|QANCES | Q4NCES_9MICC
tr|Q40VMS | Q40VM5_KINRA
tr|Q82PA2|Q82PA2_STRAW
tr|Q9L148|QIL148_STRCO
tr|Q4ROJB|Q4ROIB_STRCX
x| QANCF2 | 04NCF2_9MICC
tr|Q4ZUHS | Q4ZUH5_PSEU2
ruler

tr|Q7AH57 | Q7AH57_ECO57
tr|Q6D735|Q6D735_ERWCT
tr|Q66629|Q666Z9_YERPS
tr|Q8ZHP1|Q8ZHP1_ YERPE
£r|Q8CZWI | QBCZWI_YERPE
sp|P06220 | LACT_KLEPN
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tr|Q4ROI8 | Q4ROIB_STRCK
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1.8

1.8

1.8

1.8

1.8

1.8

V |IL |1.8

V A [V [V |1.8

M M M|l

LMMMIMI

L L L L | |18

vV [V VIV [V |18

AV VIV IV |18

\

L L (V|

M

V A [V [A ]l

IL MM M I

1\

pos| 12 |3 [4 |5 |6 |7 [8 |9 [10|11[1213(14 |bits

34( L|L L L L L [L

36)Dp bDDDIDDDIDDIIDIDIJ4

37/ VWV V V[V V V[VIVVIVIVIVIVI]S8
38|AAIAIAAIAIAAIAIAAIIAIAIAILS

43| VV V V VIV VIV IV VIV [V IVI

48{VV V V VL VM VIV VIV IV IV [18
500RRIRIRIRIRIR[RRIIR[R|R IR [H [2.67
51l VW V V[V NV VIVIVIVIVIVIVIVI]S8
58 VWV VVIV NV |VIVVIVIVIIVIVII |18
63lRRIRRIRRIRRIRIR[R|R|R R |2.67
66|VV V V[IVVIVIVIVIVIVIVIVIVI]SE

70| MM |l

73 LIL L L L L L

BIYWN YNNIV 367
77l PP PPRRRIPIPIPIPIRIP |

B1|AAIAIAAIAIAAIAIAAIAIAIAILS

84( L|IL L L L L L L b L L L L L 2.8

92

93|GIGIGIGIGIGIGIGIGI|G |G |G |G |G [4

94| VL |L L L L |V
95 AV |V [V [V

108 VA A[AJAJA L L L L L L L [AL8

150| L[V [V [V [V |V

152

203 L|L L L L b L Lt L |28

2056|AEEE|EEEIDDIEIDID DD |4

207|GGIGIGIGIGIGIGIGIGIGIG |G |G |4

208lHHIH H[FIHIHHF[FHR [H|[H|H 267
216|Glclcleclclclcleclclclcleclc |G |4

226|RR R R[RIRIRIRIR[R[R R |R R |2.67

site: www.us.expasy.org/sprot/ . At the bottom of the pagefor Lacl in
E.coli thereis an option to run blast. Thiswill search the database for

similar sequences. Several sequencesbelongingtothelLacl familywere
used to create a multiple sequence alignment. Table A7 shows the

results.

This alignment was created by finding the Lacl in E. Coli at thisweb
sel ected from the sequences that blast returned and clustal W wasthen
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230(W W W (W W W W [W W W W |W WY |3.67
234 L|L L L L b L L L Lt L |18
251|\WW W W W W W W W W W WI|WIF [3.67
212|AAAAAAIAIAIAIAIANAIIAIAIILS
273[MII V VIV (V]I L [VIVIVIV] |18
275 VV VVIVIV VAV IAIJAIAAIJA LS
278|pDDDIDDDIDDIDIDIDIDIPDIH4
281l AAMAIAIAAIAIAIAIAIAIAIAIA LS
282 L|L L L L b L L JAL L Lt |18
283|GIGIGIGIGIGIGIGIGIGIG|IG |G |G |4
28|AVM MV VIV VIL I[VILIILILIV]IVI[LS8
285|ML L L L Lo Lo Lo oL 18
287/AAMIAAIAIAAAIAAIAIAIAIA LS
300[SIS|ISISI[SISISISISS[SI|S|S|S |2.67
301 VW V VM VN VIVIVVIVIIVIVI[S8
303|GGIGIGIGIGIGIGIGIGIGIG |G |G |4
304 YIF Y [Y[Y|Y [F |F |F [F [F |Y |[F |[F |3.67
305(DDDDDDDIDIDMDIDIDDID |4
306|DDDDIDDDIDDIDIDIDIDIPDIH4
315| PP PP P[P IPIP[PIPIP PP P |4
317 L|L L L L b L L b L Lt L L 1.8
318 T|T |T (T [T |T [T [T |T (T [T |T [T [T |2.67
19| T(T |T |T (T [T |T [T [T |T [T [T |T [T [2.67
3200 If VMV VMIVN  VIVIVVIVIIVIVII[S8
328|GIGIGIGIGIGIGIAIGIGIG|G |G |G |4
357(vjif VIVIV|I VWV V]V I[VIVIVIVIVI]L8
359 RRIRIRIR[RIRIRIRIR IR [R IR IR [2.67
36L| T[S |ISIS[[SISISIS|S|S[S [S|T IS [2.67

Total number of bits = 152 (sum of column 16), Lacl gene ~
360 amino acids. So the molecular knowledge is 152/360 = 0.42 bits
per amino acid. Thiscorrespondsto on average15 allowed amino acids
per site.

Sinceexperimental evidence suggeststhat 34% of dl mutations
deactivate Lacl (appendix 6), the experimenta data only allows 13.2
amino acids per site or 0.6 bits per site. Because thisanalysisincluded
genes from the Lacl family, it is not surprising that the andytica
technique underestimates the molecular knowledge. The next page
shows the results from SIFT.
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Table A7: Allowed amino acids as predicted by SIFT

M
2K

3P
4v
5T
6L
Y
8D
Vv

10A
11E
12Y
13A
14G
15V
16S
17Y
18Q
19T
20V
21S
22R
23V
24V
25N
26Q
27A
283
29H
30V
31S
32A
33K
34T
35R
36E
37K
38V
39E
40A
41A
42M
43A
44E
451
46N
a7y
481

1234567891011 12 13 14 15 16 17 18 19 20

M
K

_‘
o]

S<orosw +a4aM<aoa<x T 433 0N<K<3I S _Z4<TLA40 -~ 0V<KO>Po _>< UTUor -4 o
< T

v k d

p f

< Q - — —

< 35 —-.T

-0 T
<

www.lifesorigin.com

en
sm

T x~T Q
— << ~
-~ o I o
D o~ < W

gt
aT

]
o]

o]

oQ —wm

Q nha o

n U= =

o

® >az

(%)

a

]

a

k

f HY E

f R HY

12
12

20

N -
RPRPONR B R

=

VR RPRRRPRREPRORR

[ N = = e B RN e
OROROUONORRPWNRRLRNORRPLOWO O R

285


http://www.lifesorigin.com

49P
50N
51R
52V
53A
54Q
55Q
56L

57A
58G
59K
60Q
61S
62L
63L
64l
65G
66V
67A
68T
69S
70S
71L
72A
73L
74H
75A
76P
775
78Q
791
80V
81A
82A
83l
84K
85S
86R
87A
88D
89Q
90L
91G
92A

-~ o
< o
o 3
T «Q

o

o

o .
—_— Q S &4 =T
r o o <

w
h

afvM
G

t fam i
fmtiA
VSAT
nasT
hv lp

tgSA

tera

fYH
GA

—_ 0 T I -

gAS
pta
a lT
gyr
yndc
sGA
VAN
saqd
fmy i
wemp
A

wem foi
cm fyh
cmyh f
G

cwdpm

5 3 T ~ 0w
o o — o

o T =

www.lifesorigin.com

=~

o < @

bl

o

- o

_‘
D © o«
- Z o

> o

S X 0

o s —

-

O <

S v o x o

~ 4« un

g a k R P

I _

n 99 < X

< < o X

r - - QO

—h

> O w»n

f

< 0

m o O

18

14
12

13

12
12

18
19

19

AN NN P N

15

[N

12

12

17
18

18

19
19

Y 20

286


http://www.lifesorigin.com

93s
94v
95V
96V
97s
98M
99V
100E
101R
102S
103G
104V
105E
106A
107C
108K
109A
110A
111V
112H
113N
114L
115L
116A
117Q
118R
119v
120S
121G
122L
1231
124
125N
126Y
127P
128L
129D
130D
131Q
132D
133A
134
135A

wcmp
I 1V
hcdn
IMV |
tgAS
ncdaq
LV I
m h i
h iv
hm f
w cm
c hm
h v I
kngA
ekpy
fymh
cm i f
tgSA
I A
cm i f
y rp
vm i
dhg
h il

T = - < T <

m t

< T T Qo

W cm i

ficy
y vh I
LIV
(VA
fm t |

s ta

S - v 3

y iv
cym
fym
fym

fym

< T O T T I —
(¢}

(Y

vp
ta

ny
pr

p d
| v

pt

AV
ym
fl

— O

www.lifesorigin.com

— - O - «Q

—_ =

I - o © <

n O — -

— X — — T I

— < v <T < @

<

» Z T QO ~

Q o

al

—

S Qo Qo

x o =

R —

Q Q@ —+ «Q

o < — o DO

a s »nw 5 O a o

Z x o U x o

-~ Q

-

O d® ~ ®© T O

> < =

- - -~ Q9 5 - Q@

<

m _ = x O x

- 40 = =

o)

5 @ m O

o n > n n o O

> o UOO0OOO
o > < o > > Mm

]

< n

S 20

19

17

16
15
19

19
14

13
18
19

19
13

18
15

18
15

17
29
19
19
17
19
19

287


http://www.lifesorigin.com
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1417 cm fyhipLg vin o r gbT s A k e 19
142N esgND 5
143V la iTV 5
144pP girldekng v a s T P 14
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146L m iVL 4
147F witmay i IVF 9
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166G G 1
167T enk lipgvs A T 11
168R R 1
169L yrgekpgst fm i v A L 15
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172E hivIipgntr s g d A K E 5
173H sval fyY 7
174L L 1
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178G G 1
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353V afm iVL 6
354S cfymhilpv n r g d t k e Q S A 19
355R R 1
356L L 1
357E E 1
358S S 1
359G G 1
360Q Q 1

The first column lists the site position and the amino acid for
the protein encoded by E. Coli Lacl. Theother |ettersrepresent allowed
amino acids. The far right column lists the number of amino acids
allowed at each site. Thisaverageisroughly 10.4 amino acids per site
or .94 bits of knowledge per amino acid. Thisismore than double the
predicted knowledge using the techniques deveoped in chapter 4.
Thus, the techniques used by this book assign less molecular
knowledge to a protein than SIFT.

The main differences between these two analytica techniques
are in the amino acid groupings and in the rules that predict which
amino acids that should be alowed. Both alow all amino acids that
natural selection allows. One of the main differencesisthat SIFT only
allows one amino acid when a site is absolutely conserved by natural
selection. The techniques of chapter 4 allow all amino acids from the
samegroup inthiscase. Theother primary differenceisthat the chapter
four technique assigns zero bits to most of the protein (table A7 is
much shorter than the SIFT results because positionswith zero bitsare
not shown). Taken together these two differences explain why the
techniques used by this book will always assign less molecular
knowledge to a protein than SIFT.
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Glossary:

Activation Energy - an energy barrier that must be crossed before
chemicals can react.

Adenine - one of the bases in DNA and RNA. It is aso one of the
componentsin ATP, ADP and AMP.

ADP - adenine diphosphate. ADP only has one high energy bond.
AminoAcid - thebuilding blocksof proteins. Life uses20 amino acids
to build proteins. Amino acids have two sticky ends tha can be joined
together to form long chains.

AM P - adenine monophosphate. AMP has no high energy bonds. It is
created in the cell from ATP when ATP is used to accomplish some
task that requires energy.

ATP - adenine triphosphate. This is the energy source used by life. It
is made by plants during the process of photosynthess. It is made by
animalsasthey digest food. ATP has 2 high energy bonds. Lifeknows
how to use the high energy bonds to do work.

ATP synthase - an enzyme that synthesizes ATP.

Axiom - aself evident assumption.

Bit - aunit of information or knowledge.

Carboxylic acid - one of the sticky ends on an amino acid.

Cell - the smallest living unit. Cells are surrounded by a membrane
which is composed of lipids and proteins. The chemicalsingde cells
know how to grow and replicate. They accomplish this by using an
abundant energy source to do useful work.

Chemical evolution - the hypothetical process by which thechemicals
necessary for life emerged on the primitive earth.

Codon - agrouping of 3basesin DNA or RNA that specifiesaspecific
amino acid in the final protein.

Common Ancestor - aanimal, plant or bacteria whose descendants
evolved into two or more species.

Complexity - anon-repetitive pattern.

Condensation agent - a chemical that facilitates the formation of
chemical bonds between biological molecules by absorbing water.

www.lifesorigin.com 294



http://www.lifesorigin.com

C-terminus - one of the sticky ends of an amino acid.

Deoxyribose - the sugar molecule found in DNA.

DNA - stands for deoxyribose nucleic acid. DNA isthe molecule that
stores all of the knowledge that life needs to grow and replicate.
Sections of DNA that contain the knowledge to build proteins are
called genes.

Energy - the ability to do work.

Entropy - ameasure of uncertanty.

Enzyme - a protein that catalyzes a chemical reaction.

Eukaryote - cells with a defined nucleus. Plants and animal cells are
composed of eukaryotic cells.

G3PD - an enzyme used by life to metabolize sugar.
Geneduplication - the processby which existing genesare duplicated.
Gene - a section of DNA that contains the knowledge to build a
protein.

Genetic Code - the code that is used to build proteins from the
knowledge contained in DNA.

Heat - the flow of energy from hot to cold objects.

Hydrophobic - amolecule that does not like water.

Knowledge - auseful reduction in uncertainty.

Infon - astep in molecular knowledge found by chance.

I nfor mation - areductionin uncertainty. |nformationisnot necessarily
useful.

I ntelligent design - amethodology that relieson indirect logicto infer
the existence of acreator.

Investigator interference - process by which researchers alter the
results of their experiments.

Irreducible complexity - a system that requires two or more
components to function.

Micro-state - the arrangement of particlesin a system.

Molecule - achemical composed of two or more atoms.

Molecular Knowledge - the minimum amount of information
necessary to enable a chemical or group of chemicals to accomplish
some task or to specify sometrait.
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MRNA - stands for messenger ribonucleic acid. RNA is an
intermediate molecule involved in protein synthesis.

Natural selection - the process by which nature ensures that only
optimized genes are passed onto future generations.

N-terminus - one of the sticky ends of an amino acid.

Nucleotide - the building block for DNA and RNA. Each nucleoide
contains 1 phosphate, 1 ribose, and one of the 5 bases, adenine,
guanine, cytosine, thymine, or uracil.

Peptide - ashort chain of amino acids.

Per petual motion machines - amachine that violates one or more of
the laws of physics.

Phosphodiester bond - the high energy bond between phosphate
groupsin ATP.

Polar - amolecule that likes water.

Poly-nucleotide - a string of nucleotides.

Pre-RNA - hypothesized molecule that proceeded RNA during
chemical evolution.

Primordial soup - the hypothetical small pond in which life
originated.

Primordial information - the knowledge required to exclude
chemicdsin the primoridal soup from growing biological molecules.
Prokaryote - cells without a defined nucleus. Bacteria cdls are
prokaryotic cells.

Protein - achemical composed of amino acids that is used by life to
implement the molecular knowledge found in genes.

Protein domain - a section of a protein that performs some function
or specifies some 3-D shape.

Proteinoids- long branched chains of amino acidsformed by heating.
Obser vableaxiom - the assumption that man is capabl e or accurately
observing the world around him.

Order - arepetitive pattern.

Oxidation - achemical reactioninwhich electronsaretransferred from
one atom to another.

Quantum mechanics - the physics that describes small particles.
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Rasmol - afreecomputer program that allowsusersto view molecules
like proteins and DNA.

Relative entropy - ameasure of uncertainty.

Ribose - the sugar molecule found in RNA.

Ribozyme -an RNA molecule that also functions as an enzyme.
Ribosome - acomplex of RNA and proteins. Proteins are built by the
process of trandation at ribosomes.

RNA - RNA contains molecular knowledge and can sometimes
implement molecular knowledge. Messenger RNA (MRNA), transfer
RNA (tRNA), and ribosomal RNA (rRNA) help cells use the
knowledge contained in DNA to build proteins.

Second law of thermodynamics - sates that the entropy of the
universeincreaseswithtime. Thishappensbecause particlesalwaystry
to find their most probable distribution. This is the distribution that
maximizes the number of available micro-states.

Shannon entropy - the average uncertainty per symbol.

Species - agroup of interbreeding animals.

Specified Complexity - any outcome that is not ordered and is
predicted in advance.

SwissProt - an online Database that contains the amino acid sequence
of most proteins.

Thermal proteins - long branched chains of amino acids formed by
heating.

Thermodynamics - the field of physics that deals with heat, energy
and work. Chemical thermodynamicsisasubset of this discipline that
deals with chemicals and how they interact.

Transcription - the process that writes DNA into mRNA.
Tranglation - the process that uses mMRNA to create proteins.
Thymine - one of the bases found in DNA.

tRNA - stands for transfer ribonucleic acid. Transfer RNA brings
amino acids to ribosomes for protein synthesis.

Uracil - one of the bases found in RNA.
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This book would not have been possible without numerous online
programs and resources.

The Protein Database:
www.rcsh.org/pdb/ The prote n databasethat housesthe 3-D structure
of many proteins.

Rasmol:
www.umass.edu/microbio/rasmol/distrib/rasman.htm Displays 3-D
structures of proteinsin the protein database.

Swiss Prot:
WWW.us.expasy.org/sprot/ Contains the amino acid sequence of most
proteins.

Consurf:
www.consurf.tau.ac.il/  Colors 3-D displays by amino acd
conservation.

Glaser F./ Pupko T., Paz |, Bell R.E., Becher D., Matz E., Ben-
Ta N., Consurf: Identification of Functional Regions in Proteins by
Surface M apping of Phylogentic Information, Bioinformatics, Vol. 19,
no, 1, 2003 pp163-164.

Clustal:
http://www-igbmc.u-strasbg.fr/Biolnfo/Clusta X/Top.html Aneasyto
use windows interface for the Clustal alignment program.

SIFT:
http://blocks.fherc.org/sift/SIET _hep.html

ThisBook’s Companion Website:
http://www.theory-of-evol ution.net
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